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Open Is Necessary, But Not Sufficient Per Se

ORCHESTRATING 
AN OPEN HARDWARE + 
OPEN SOFTWARE STACK

design, engineering 
and product 

expertise, rigorous 
commitment to 

component quality

devops –
collaboration from 

designers & 
developers to 

operations

automation, 
analytics, and 

machine learning 
for all the things

wide dynamic 
range of skills must 

be applied & 
appreciated

design, engineering 
and product 

expertise, rigorous 
commitment to 

component quality

can’t be efficient at 
hyperscale without 

the machines 
making many, most 

decisions

requires baseline 
partnership across 

hardware & 
software

[software]

[hardware]

from capacitors to 
consensus 

algorithms to 
cognitive load
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The Benefits of Open Hardware

M O R E  
F L E X I B I L I T Y

Multi-vendor, 
standards-based 

hardware for 
modular solutions to 

fit your needs

H I G H  D E N S I T Y
C O M P U T I N G

More server, 
storage, and 

network capacity, 
in less space saves 

costs

O P T I M I Z E D  
P O W E R

Rack-level power 
vs. individual server 

power. More 
efficient. Less cost. 

Fewer points  
of failure

O P T I M I Z E D  
C O O L I N G

Rack-level cooling 
to operate more 
efficiently. Even 

more with free-air 
cooling, if the data 
centers support it

S T R E A M L I N E D
M A I N T E N A N C E

Flexible, easy-access 
design enables 

faster 
troubleshooting, 

updates, and 
upgrades
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agile

clouds

infrastructure

stacks
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• 180 nodes
• 5,760 physical cores
• 11,520 virtual cores

• 180 nodes
• 90 TB (terabytes)
• memory
• 9,000 containers
• to 18,000

containers

threads



• 5 nodes
• 160 physical cores
• 320 virtual cores

• 5 nodes
• 2.5 TB (terabytes)
• memory
• 250 containers
• to 500

containers

threads

Discovery deskside chassis 3 to 5 hyperscale nodes

25G/100G external switch

compute node – dual 16-core,  512GB

storage node – to 6x 3.84TB NVMe flash
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Design and procure 
hardware that enables 

circularity

Circular economy for data center hardware

HYPERSCALE DATA CENTERS

INTERNAL 
RE-USE

RACK-SCALE 
SOLUTIONS

EDGE 
SOLUTIONS

RE-CERTIFIED 
COMPONENTS

RESPONSIBLE 
RECYCLING

SECONDARY MARKETS

2

3

4
CSP
Industrial
Retail
Telco

Gaming
IoT
Energy
Enterprise

LIFETIME VALUE MULTIPLIER
COST AVOIDANCE VALUE RECOVERY

…

1

5

EDGE

35,000 to 100,000 
servers / month

10 worldwide 
facilities

12I
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46
million
servers

31
million 

tonnes CO2e

= 6.7
million 

cars’ annual emissions

13

The circular IT hardware industry opportunity
WHAT IF…

I



QUESTIONS


