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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for
information purposes only, and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or functionality, and should not be relied upon
in making purchasing decisions. The development, release, and timing of any features or
functionality described for Oracle’s products remains at the sole discretion of Oracle.
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Who am |? @

Mickey Boxell

Solution Architect, Developer Advocate, etc.

Oracle Cloud Native Labs
Build customer-deployable cloud native/container native solutions to

bridge the gap between Oracle Cloud Infrastructure (OCI) and open
source communities.
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Context: An Era of Microservices

Microservice environments:
Distributed
Container-based
Polyglot
Highly-scalable

Ephemeral
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Context: An Era of Microservices

New challenges:
Latency

Integration testing

Pinpointing issues

Root cause analysis
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Observability @

Designing and operating a more visible system

Systems experience failure — be prepared

Can you test your system in a realistic way?

Can you monitor external outputs?

Have you considered the business impact?
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Observability @

External outputs:

* Logs: arecord of an event that took place at a given time
Metrics: numeric aggregation of data describing behavior of a

component or service measured over time

Tracing: capturing a request flow of causally-related eventsin a

distributed environment
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Observability — the SRE Approach @

Site Reliability Engineering (SRE): reliably operating systems and
infrastructure at scale

Service level indicators (SLIs), Service level objectives (SLOs), Service level
agreements (SLAs)

Define metrics that matter most to the business, ideal values for those
metrics, and the planned reaction if values aren’t met

Increase mean time to failure (MTTF) decrease mean time to repair (MTTR)
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Sample Application @

Built using the Helidon framework — Java libraries for

microservice development

Main.java and RESTful GreetService.java along with app.yaml

Tracing, health, and metrics instrumented

Deployed on Kubernetes with sidecar injection enabled
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@ Helidon Greeting Application X +

C {* A NotSecure | 129.146.160.62:31000 @ Y  Incognito (9) €@

=x o] Elements  Console

Pl © | top Y | © | Filter De
__get initiated /greet/greeting ui.js:51

__get success /greet/greeting ui.js:63
» {greeting: "Hello"}

__put initiated
/greet/greeting/Hello null

__put success /greet/greeting/Hello
» {greeting: "Hello"}

__get initiated /greet/Mickey

__get success /greet/Mickey
» {message: "Hello Mickey!"}

__get initiated /greet/

__get success /greet/
» {message: "Hello World!"}

__get initiated /greet/Mickey

__get success /greet/Mickey
» {message: "hi Mickey!"}

__put initiated
/greet/greeting/Hello null

__put success /greet/greeting/Hello
» {greeting: "Hello"}

__get initiated /greet/Mickey

__get success /greet/Mickey
» {message: "Hello Mickey!"}

: Console What's New
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-

Logs: a record of an event that took place at a given time

Supported by most libraries

Disciplined to put meaningful logs into your code

Aggregate logs to avoid losing them

Java logging classes and a logging.properties configuration file

writing to stdout
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-

FluentD used to scrape logs, process, and ship them

Stored in a persistent data store, such as Elasticsearch,

distributed analytics engine

Queried directly or interacted with by means of Kibana, a
customizable visualization dashboard

Choose a tool to capture and analyze logs
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Metrics @

Metrics: numeric aggregation of data describing behavior of a

component or service measured over time
Easy to store and model

Useful to understand typical system behavior
Supported by most libraries

Java metrics classes that push data to a /metrics endpoint
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Metrics @

* Prometheus, open source systems monitoring toolkit, includes

libraries to create in-process samples, tools to scrape data and
also send it to the Prometheus time-series database, and also a
query language to analyze the data

Grafana, an open source data visualization tool for monitoring,
can be used to aggregate metric data from numerous sources

Into dashboards that provide a summary view of key metrics
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Metrics @

Oracle Cloud Monitoring Service offers out of the box
aggregated metrics for Oracle Cloud Infrastructure resources

Metrics are available on the Oracle Cloud Console and via API

We worked with Grafana to expose the Monitoring service as a

Grafana data source
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Metrics - Alerting @

Alerts: notifications indicating a human needs to take action in
response to something that is either happening or about to
happen to improve the situation

Metrics are well-suited to trigger alerts

Grafana can be used to create a rule that will trigger an alert when

particular conditions are met
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Tracing @

* Tracing: capturing a request flow of causally-related eventsin a
distributed environment - visibility into request structure and path
Each has a request a global ID - metadata inserted at each step in
the flow, referred to as a span, as the ID is passed along

Distributed tracing systems like Jaeger or Zipkin are used to

visualize + inspect traces

* OpenTracing: a language-neutral approach to distributed tracing
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Service Mesh @

Service Mesh : configurable infrastructure layer for microservice
applications used to control east-west traffic between services

Monitor and control the flow of traffic through your cluster

Service meshes use the sidecar pattern, the practice of

provisioning each pod with a proxy container
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Service Mesh @

« Simplifies tracing: meshes can capture latency, retry, and failure

information for each hop in a request

Istio provides out of the box integrations with a number of open
source observability tools: Grafana, Prometheus, Jaeger, and Kiali,
and also prepopulate them with helpful dashboards

Kiali: an observability tool for Istio that helps you visualize the

relationships between services running in the mesh

ORACLE’ Cloud Native Labs




@ EXPLORER

4 OPEN EDITORS
b4 GreetSer...

4 SRC
> docker

‘. 4 java
4 o
4 helidon
4 examples
4 quickstart
4 se
Cr...
Ma...

package-in...

4 k8s
!I' app.yaml
4 resources
> WEB
!I' applicationya... M
logging.prope... M
b test
> OUTLINE
> JAVA DEPENDENCIES
> MAVEN PROJECTS
Pmaster* & Q@1M44A001
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GreetService.java — src

GreetService.java X

private void updateGreetingFroszonSlowly(J;gggglggz Jjo, ServerResponse response, Spe
displayThread();

if (jo.isNull("greeting")) {
response.status(Http.Status.BAD_REQUEST_400)
.send("No greeting in your JSON dude!™);

} else {
int delayInSecs = jo.getInt("delay", 2);
try {
Thread.sleep(delayInSecs * 1000);
} catch (InterruptedException e) {
}

greeting = jo.getString("greeting");
LOGGER. info("You made this request slow on purpose!");
JsonObject returnObject = Json.createObjectBuilder()
.add("greeting", greeting)
.build();
response.send(returnObject);

if (span !'= null) {
span.finish();

private void displayThread() {
@ GolLive Ln268,Col61 Spaces:4 UTF-8 LF
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@ Helidon Greeting Application X +

C {* A NotSecure | 129.146.160.62:31000 @ Y  Incognito (9) €@

=x o] Elements  Console

Pl © | top Y | © | Filter De
__get initiated /greet/greeting ui.js:51

__get success /greet/greeting ui.js:63
» {greeting: "Hello"}

__put initiated
/greet/greeting/Hello null

__put success /greet/greeting/Hello
» {greeting: "Hello"}

__get initiated /greet/Mickey

__get success /greet/Mickey
» {message: "Hello Mickey!"}

__get initiated /greet/

__get success /greet/
» {message: "Hello World!"}

__get initiated /greet/Mickey

__get success /greet/Mickey
» {message: "hi Mickey!"}

__put initiated
/greet/greeting/Hello null

__put success /greet/greeting/Hello
» {greeting: "Hello"}

__get initiated /greet/Mickey

__get success /greet/Mickey
» {message: "Hello Mickey!"}

: Console What's New
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o060 grafana-alert-test | grafana-a

x +

< Cc O & https://grafana-alertgroup.slack.com/messages/CHT4LQRSM/

grafana-alert -
Mickey

Threads

Channels
# everyone
# grafana-alert-test

# random
Add a channel

Direct Messages
Slackbot
Mickey (you)

Invite people
Apps

+ Install Google Drive

ORACLE

£ #tgrafana-alert-test
% | &1 R0 | & Add a topic

S

Cloud Native Labs

I Y& Grafanavé.1.0  Yesterday at 12:06 PM

[OK] Request Duration alert
18 Grafanavé.1.0  Yesterday at 12:06 PM

incoming-webhook APP 4:12 pM
[Alerting] Test notification

High value

Error message
This is only a test

Y& Grafanavé6.0.0 = Yesterday at 4:12 PM (30 kB) +

Memory / CPU

== memory
[Alerting] Request Duration alert

{
15

Y& Grafanav6.0.0  Yesterday at 4:17 PM

Please take a look at request duration times.

Yesterday

Someone is testing the alert notification within grafana.
Higher Value
100 200
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o000 @ Request Duration - Grafana X +

< - C O @ localhost:3000/d/HJA01riWk/request-duration?tab=alert&orgld="1&fullscreen&panelld=2&edit W Incognito (11) @ :

@ Request Duration -~ e ) @ Last 30 minutes Refreshevery5s Q

Request Duration

a

15:58 16:00 16:02 16:04 16:06 16:08 16:10 16:12 16:14 16:16 16:18

== histogram_quantile(0.50, sum(irate(istio_request_duration_seconds_bucket{reporter="destination",destination_service=~"quickstart-se.observability.svc.cluster.local"}[1m])) by (le))
== histogram_quantile(0.90, sum(irate(istio_request_duration_seconds_bucket{reporter="destination”,destination_service=~"quickstart-se.observability.svc.cluster.local"}{1m])) by (le))
== histogram_quantile(0.99, sum(irate(istio_request_duration_seconds_bucket{reporter="destination" destination_service=~"quickstart-se.observability.svc.cluster.local"}[1m])) by (le))

Alert State history ~ TestRule  Delete

Test Rule

vObject
firing: false
state: "ok"
conditionEvals: "false = false"
timeMs: "6.267ms"
vlogs: Array[2]
v0: Object
message: "Condition[0]: Query Result"
»data: Array[1l]
v1l: Object
message: "Condition[0]: Eval: false, Metric: {}, Value: 0.003"

data: null

Rule
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000 Jaeger Ul o

& C 0 @ localhost:16686/jaeger/search?end=1557962382479000&Iimit=20&lookback=1h&maxDuration&minDuration=1000ms&service=quickstart-se.observability&... ¥

Incognito (10) @

Jaeger Ul _ Search Compare Dependencies About Jaeger v

Find Traces

Duration

Service

quickstart-se.observability

Operation

all 04:05:00 pm 04:13:20 pm

20 Traces Sort:  Longest First

Lookback Compare traces by selecting result items

Last Hour

quickstart-se.observability: quickstart-se.observability.svc.cluster.local:8080/* ed1bbéc 2.01s
Min Duration

1 Span . quickstart-se.observability (1) 4:16:47 pm
1000ms

3 minutes ago

Max Duration
quickstart-se.observability: quickstart-se.observability.svc.cluster.local:8080/* 221004 2.01s

1 Span . quickstart-se.observability (1) 4:17:03 pm

3 minutes ago
Limit Results
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o 4 Discover - Kibana X 4+

< C 0 A Not Secure | 129.146.73.206:31816/app/kibana#/discover?_g=(refreshinterval:(pause:!t,value:0),time:(from:'2019-05-15T23:16:55.000Z', mode:absolute,to:'2... % Incognito(11)@ :

‘ New Save Open Share C'Auto-refresh <€ O May 15th 2019, 16:16:55.000 to May 15th 2019, 16:16:56.000 >
kibana

Options n
Discover kubernetes.container_name: "quickstart-se" kubernetes.namespace_name: "observability" BNLIERilI: g 2 Actions »

Visualize May 15th 2019, 16:16:55.000 - May 15th 2019, 16:16:56.000 — Auto

Dashboard Selected fields

. _ ? _source
Timelion

Available fields

Dev Tools )
@timestamp

Management id

16:16:55.100 16:16:55.200 16:16:55.300 16:16:55.400 16:16:55.500 16:16:55.600 16:16:55.700 16:16:55.800 16:16:55.900
_index @timestamp per 20 milliseconds

_score
Time _source

e May 15th 2019, 16:16:55.866 10g: 2019.05.15 23:16:55 INFO io.helidon.examples.quickstart.se.GreetService !thread!: You made this regq
dlder uest slow on purpose! stream: stderr docker: { "container_id": "aef12d16c4252de@9770277abl4fc64f547df3
kubernetes 2c11675d93812d484a23bee6@8" } kubernetes: { "container_name": "quickstart-se", "namespace_name": "observ

ability", "pod_name": "quickstart-se-6fdbdcc648-pl5zw", "pod_id": "50c80e50-7762-11e9-84c9-0a580aeddbl3",

lo
= "labels": { "app": "quickstart-se", "cleanup": "true", "docker-api-version": "1.39", "pod-template-hash":

stream

o Table JSON [ View surrounding documents ][ View single document

@timestamp @ Q (0 % May 15th 2019, 16:16:55.866
Q QD B4DIvWoBmi4@Qv1702TS4
Q Q@ logstash-2019.05.15

fluentd
0 Collapse
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LN grafana-alert-test | grafana-al: x 13 Request Duration - Grafana +

< C ¢ @& https://grafana-alertgroup.slack.com/messages/CHT4LQRSM/ D¢ Incognito (10) @

grafana-alert - 0 #grafana-alert-test

Mickey w | &1| %R0 | & Add a topic
[OK] Request Duration alert
Threads YA Grafanavé.1.0  Today at 12:06 PM

i ing-webhook APP 4:12 pM
Channels Incoming-we
:‘% [Alerting] Test notification

Someone is testing the alert notification within grafana.
# grafana-alert-test High value Higher Value
random 100 200

+ everyone

Error message
Add a channel This is only a test

. Y& Grafanav6.0.0 Today at 4:12 PM (30 kB)
Direct Messages

Slackbot
Mickey (you)

Memory / CPU

Invite people

Apps

= memory

+ Install Google Drive . X
[Alerting] Request Duration alert

Please take a look at request duration times.
{1
1.5

Y& Grafana v6.0.0 Today at 4:17 PM
new messages

[OK] Request Duration alert
Y& Grafanavé6.0.0 Today at 4:19 PM
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Key Takeaways @

Observability takes a holistic approach to operations

Its practices give you maximum visibility into the behavior of a

modern distributed system

Gain insight from logging, metrics, and tracing - discover issues,

pinpoint their location, and determine a fix
Proactively test and improve system performance/efficiency

Recognize impact to the business

ORACLE’ Cloud Native Labs




Stay Connected @

Sign up for Oracle Cloud Native Labs news, events
and other updates:

#OracleCloudNative
cloudnative.oracle.com
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