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make high-impact changes 
frequently and predictably 

with minimal toil
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to achieve cloud goals
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“we’re going too slowly.  

we need to get rid of COBOL 
and make microservices!”

“… but our release board 
only meets twice a year.”
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“every time we change one 
microservice, another breaks”
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cloud-native spaghetti is still spaghetti 
(Image: Cloudy with a Chance of Meatballs.) 
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microservices need  
consumer-driven contract tests
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we release every six months …  

CI/CD …. ”
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how often should you test in staging?

every push
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“we can’t release this microservice…  

we deploy all our microservices at 
the same time.”
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how not to drive a car
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deferred wiring
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feature flags
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A/B testing 

canary deploys
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manual 
intervention

bricked

back in ms 
no data loss

handoffs

fast, but 
data lost
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“we can’t ship until we have 
more confidence in the 

quality”
you 

can fix 
that
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microservices need  
automated integration tests
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“we don’t know when the 
build is broken”

not a good CI/CD indicator a good CI/CD indicator
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“oh yes, that 
build has been 

broken for a 
few weeks…”



the locked-
down totally 

rigid inflexible 
un-cloudy cloud
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“we’ve configured our 
network!

 you can either access 
the cloud servers … or 
access jira. 

to access both you’d 
need two machines.”
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“it takes us a week to start coding.”

“two days to get a repo  …  

two days to get a pipeline …”
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“we’ve scheduled the 
architecture board 
review for a month 
after the project is 

ready to ship”
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what we sold

“this provisioning 
software is broken”

10 minute 
provision-time

3 month 
provision-

time

what the 
client 

thought 
they’d got

the reason

84-step  
pre-approval process
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if the developers are the 
only ones changing, cloud 
native is not going to work
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there is a cost:  

developers leave
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if you automate something, change 
the processes around that assume 
that the previously manual process 

is expensive or error prone.
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good cloud 
native culture
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be clear on what you’re 
trying to achieve
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optimise for feedback
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psychological safety
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collaboration
co-creation feels awesome
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