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CRAFTWORK — MASS PRODUCTION
Physical Virtualized With PaaS

How to Build an App:

Have Idea

Get Budget

Submit hardware acquisition request

Wait

Get Hardware

Rack and Stack Hardware

Install Operating System

Install Operating System

Patches/Fix-Packs

9. Create user Accounts

10. Deploy framework/appserver

11. Deploy testing tools

12. Code

13. Test

14. Configure Prod servers (and buy
them if needed)

15. Push to Prod
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16. Launch
17. Order more servers to meet demand
18. Wait...



CRAFTWORK — MASS PRODUCTION
Physical Virtualized With PaaS

How to Build an App: How to Build an App:
1. Have Idea 1. Have Idea
2. Get Budget 2. Get Budget
3.  Submit hardware acquisition request 3.  Submit VM Request request
4.  Wait 4.  Wait
5. Get Hardware 5. Deploy framework/appserver
6. Rack and Stack Hardware 6. Deploy testing tools
7. Install Operating System 7. Code
8. Install Operating System 8. Test
Patches/Fix-Packs 9. Configure Prod VMs
9. Create user Accounts 10. Push to Prod
10. Deploy framework/appserver 11.  Launch
11. Deploy testing tools 12. Request More Prod VMs to
12. Code meet demand
13. Test 13. Wait
14. Configure Prod servers (and buy 14. Deploy app to new VMs
them if needed) 15. Etc.
15. Push to Prod
16. Launch
17. Order more servers to meet demand
18. Wait...



CRAFTWORK — MASS PRODUCTION

Physical

How to Build an App:
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1.
12.
13.
14.

15.
16.
17.
18.

Have ldea
Get Budget

Submit hardware acquisition request

Wait

Get Hardware

Rack and Stack Hardware
Install Operating System
Install Operating System
Patches/Fix-Packs

Create user Accounts
Deploy framework/appserver
Deploy testing tools

Code

Test

Configure Prod servers (and buy

them if needed)
Push to Prod
Launch

Order more servers to meet demand

Wait...

Virtualized

How to Build an App:

NGO RWN=

Have Idea

Get Budget

Submit VM Request request
Wait

Deploy framework/appserver
Deploy testing tools

Code

Test

Configure Prod VMs

Push to Prod

Launch

Request More Prod VMs to
meet demand

Wait

Deploy app to new VMs

Etc.

With PaaS

How to Build an App:
Have Idea

Get Budget

Code

Test

Launch
Automatically Scale
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MANUFACTURING FOUNDATIONS
(for laaS)




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES

COMPUTE
NODE




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES

GLANCE

COMPUTE IMAGE
NODE SERVICE




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES

GLANCE

COMPUTE IMAGE OBJECT
NODE SERVICE STORE




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES

GLANCE QUANTUM

COMPUTE OBJECT NETWORKING
NODE SERVICE STORE




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES

GLANCE QUANTUM CINDER

0 -
=]

COMPUTE OBJECT NETWORKING VOLUME
NODE SERVICE STORE SERVICE




RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES
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RED HAT OPENSTACK

- MODULAR ARCHITECTURE
- DESIGNED TO SCALE OUT
- BASED ON (GROWING) SET OF CORE SERVICES

HORIZON

DASHBOARD
KEYSTONE

N

GLANCE QUANTUM CINDER E

o - IDENTITY

COMPUTE OBJECT NETWORKING VOLUME
NODE SERVICE STORE SERVICE




RED HAT INVOLVEMENT

- Be to OpenStack what Red Hat is to Linux

- Create Enterprise Distribution
* Supportability
* Stability
* Enterprise Features (e.qg. security, performance)
* Certified Ecosystem
* Lifecycle




OPENSTACK RELEASE CADENCE

- Upstream
* Source code only
* Releases every 6 months
* No bugfixes / snapshots after next release

- RDO (e.qg. “Fedora” of OpenStack)
* Follows upstream cadence
* Delivers binaries




OPENSTACK RELEASE CADENCE

- Red Hat OpenStack
* Initially 1 year lifecycle
(e.g. support for Folsum ends after Grizzly)

* Will increase lifecycle over time
(likely to move to 2 years)

* Ecosystem of Support

* Government Ready



SOLUTION ENABLEMENT:

CORNERSTONE




CORNERSTONE

Open, unified, and extensible scale-out object storage
solution for on-premise, virtualized and cloud
environments

Which includes
Pervasive, flexible encryption with an innovative
approach to unified symmetrical key management




CORNERSTONE
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FILES AND BIG DATA OBJECTS
FOLDERS Log files, RFID data

Documents, Photos,
Videos, and Images

Long Tail Data

‘ rﬁd'l.f



CORNERSTONE

/

DEPLOY
ANYWHERE

DRASTICALLY
LOWER COST

FOUNDATION
FOR BIG DATA

OPEN AND
EXTENSIBLE

Datacenter, Private Cloud,
Public Cloud

You Choose the Infrastructure -

x86, Virtual

Scale-out NAS and Object,
Unstructured Data

Create Extensible Modules,
Open Source

- redh.!



PANDORA RADIO

Challenges

»
h « Explosive user growth

« 12 formats per song
+ ‘Hot’ Content

* 1.2 PB of audio
- served per week

~ + 13 million files Solution
* 80 Storage « 3 data centers, 6 nodes per
Nodes

 Replication between centers

* Over 50 GB/sec
peak traffic « 2PB+ Capacity
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.. Multi-tenant storage service
NTT Communications' 10TB — 3PB per c?nstomer
“Biz Simple Disk”

99.99999999% uptime




DESIGN CONSIDERATIONS

- Consistent, global information accessibility through
REST API

- Consistent access through high and low-latency
networks

- Cost effectiveness and scalability for big data growth

- Open system, empowering developers
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- Integration with PKI (NSA CASPORT), Active Directory,
LDAP
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DESIGN CONSIDERATIONS

INFRASTRUCTURE

- Integration with PKI (NSA CASPORT), Active Directory,
LDAP

- Data retains encryption across backup and disaster
recovery

- Encrypted files do not require significant additional
space; storage requirements change non perceptibly



DESIGN CONSIDERATIONS

ADMINISTRATION

- Role Based Access Control (RBAC), augmented
with Mandatory (MAC) and discretionary (DAC)
granularity

- Real-time modification to access control policies, to
include time limits, number of accesses, etc

- All operations, including key access, are audited



DESIGN CONSIDERATIONS

END-USER

- De-identify sources & methods: Expand data
encryption options to protecting relationships

- Anonymize Datasets: Replace sensitive portions of
data records with cryptographic pseudonyms

- Protect and control access to multiple data sources
from a query device (e.g. remote wireless tablet vs
physical desk at DIA)



SECURITY

- FIPS VALIDATION

* Federal Information Processing Standard 140-2

- COMMON CRITERIA CERTIFIED FOUNDATIONS
* Operating System: EAL4+, CAPP/RBAC/LSPP
* Crypto: EAL2+

- MULTIPLE ALGORITHM SUPPORT
* AES (256 bits, 196 bits, 128 bits)
* TripleDES (168)
* SHA-2 hash functions (SHA-224, -256, -384, -512)
* ECC and RSA TLS protocols



HADOOP ENABLEMENT

GLUSTER FRAMEWORK

GLUSTER

XFS OTHER
LOCAL FILESYSTEM

LOGICAL VOLUME MANAGEMENT

NETWORK DEVICE PLATFORM BLOCK DEVICE
HARDWARE ENABLEMENT

RED HAT ENTERPRISE LINUX

REPLICATION

MULTI-SITE DR

MULTI-TENANT:
NAMESPACE AND
ENCRYPT

MULTI-TENANT:
Qo5 (CGROUPS)

VOLUME
SNAPSHOT
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» Qut-of-the-box compatibility « Compute and storage run on the same systems
« Dramatically increases scale-out capabilities - HDF'S designed for semi-structured log file data
» Enables Hadoop analytics for unstructured data » Requires data to be resized to be processed by
« Eliminates HDFS NameNode bottlenecks Hadoop and MapReduce




MB / Sec

1200

1000

800

600

400

200

HDFS vs CORNERSTONE

1 2 3 4

Clustered Nodes
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MANUFACTURING FOUNDATIONS
(for PaaS)




PaaS = Platform as a Service

5

Code Deploy




OPENSHIFT STRATEGY

Public
Cloud
Service

OPENSHIFT
ONLINE

by Red Hat’




OPENSHIFT STRATEGY

On-
Public premise
Cloud _ or Private
Service Cloud
Software
OPENSHIFT OPENSHIFT
ONLINE ENTERPRISE

by Red Hat’ by Red Hat’




OPENSHIFT STRATEGY

Open

Source 0PENSH|FT
Project origin
On-
Public premise
Cloud _ or Private
Service Cloud
Software
OPENSHIFT OPENSHIFT
ONLINE ENTERPRISE

by Red Hat’ by Red Hat’




WEB CONSOLE

Web Cartridges

The web c2.ye Is the heart of your appiivaic= handling incoming web requests and dishing out web pages, business APIs, or the content for your next hot mobile app.

JBoss Enterprise Application Platform 6.0 Python 2.6

Market-leading open source enterprise platform for next-gene ation, highly
transactional enterprise Java applications. Build and deploy er terprise
Java in the cloud.

Select »

JBoss Application Server 7.1

The leading open source Java EEB application server for enterprise Java
applications. Popular development frameworks include Seam, CDI, Weild,
and Spring.

Select »

Node.js 0.6
Node.js is a platform built on Chrome's JavaScript runtime for easily

Python is a general-purpose, high-level programming language whose
design philosophy emphasizes code readability. Popular development
frameworks include: Django, Bottle, Pylons, Zope and TurboGears.

Select »

Ruby 1.9.3

Ruby is a dynamic, reflective, general-purpose object-oriented
programming language. Popular development frameworks include Ruby on
Rails and Sinatra.

Select »

Do-It-Yourself




CLI? OF COURSE

Create Apps

rhc app create -a javasample -t jbossas-7

Add MongoDB

rhc app cartridge add -a javasample —-c¢ mongodb-2.0

Add add EAR file to your deployments directory

cd javasample

cp /path/to/ear/earfilename.ear ./deployments

Add the EAR file to git

git add ./deployments/earfilename.ear

Push your code
git push

Done



ECLIPSE, TOO.

& Java - demo3/src/main/webapp/index.html - Eclipse

File Edit Source Mavigate Search Project Run Window  Help
IME-AERE i %+-0-Q- G- @0 G- PO N HFu
F Package Explorer £% il & New OpenShift Application

=

3_}‘5]- demo3 [demo3 master]

g
‘II

Setup OpensShift Application

Enter a name and select a type for your new OpenShift
application.

OPENSHIFT

[]use existing application: |

m
e
]
i

Mew application

Mame: | coolapp |

Type: | jbossas-7 w |

| OJenabie scaing
Embeddable Cartridges

[] mongodb-2.0 [ Select All ]

|:| cron-1.4 —

E mysgl-5.1 [ Deselect Al ]
postoresgl-g.4

[] haproxy-1.4

|:| 10gen-mms-agent-0.1

[] phpmyadmin-3.4

[] metrics-0.1

[ rockmonge-1.1

[] jerkins-dient-1.4

Gear profile:




 HOW IT WORKS



YES, WE STILL HAVE INFRASTRUCTURE

/ AWS / CloudForms / OpenStack (laaS) / RHEV (Virt) / Bare Metal \




RHEL IS THE FOUNDATION

OpenShift is Built on Instances of
Red Hat Enterprise Linux (RHEL)

RHEL RHEL RHEL RHEL

/ AWS / CloudForms / OpenStack (laaS) / RHEV (Virt) / Bare Metal \




RHEL GIVES US MULTI-TENANCY

SELinux Policies securely subdivide
the Node instances.

7

/ AWS / CloudForms / OpenStack (laaS) / RHEV (Virt) / Bare Metal \




RHEL GIVES US MULTI-TENANCY

CARTRIDGES are how
OpenShift installs
Languages & Middleware

RHEL & N RHEL RHEL

Broker ' Node Node

/ AWS / CloudForms / OpenStack (laaS) / RHEV (Virt) / Bare Metal \




CARTRIDGES

Web Cartridges

The web c2.ye Is the heart of your appiivaic= handling incoming web requests and dishing out web pages, business APIs, or the content for your next hot mobile app.

JBoss Enterprise Application Platform 6.0 Python 2.6

Market-leading open source enterprise platform for next-gene ation, highly
transactional enterprise Java applications. Build and deploy er terprise
Java in the cloud.

Select »

JBoss Application Server 7.1

The leading open source Java EEB application server for enterprise Java
applications. Popular development frameworks include Seam, CDI, Weild,
and Spring.

Select »

Node.js 0.6
Node.js is a platform built on Chrome's JavaScript runtime for easily

Python is a general-purpose, high-level programming language whose
design philosophy emphasizes code readability. Popular development
frameworks include: Django, Bottle, Pylons, Zope and TurboGears.

Select »

Ruby 1.9.3

Ruby is a dynamic, reflective, general-purpose object-oriented
programming language. Popular development frameworks include Ruby on
Rails and Sinatra.

Select »

Do-It-Yourself




EVERYTHING DEVELOPERS ALREADY USE

Bliose Built by: ") . f
maven 9 Jenkins mﬂm . &) 1aspersort

& Sinat B.ttle @
spring

«
A th =2 R"b" . Er
oyt = (T YPTE R

' juy; m
Couwcnnase

damazon r
webservices L.




YES, YOU CAN BUILD YOUR OWN

1 - 1
LR 1

MySQL
Postgres
Etc.

Developers can add custom
OpenShift Default language, data-store, or
Cartridges middleware with with a custom
Cartridge.

/ AWS / CloudForms / OpenStack (laaS) / RHEV (Virt) / Bare Metal \




Established G

-~ OPENSHIFT .




I DON'T ALWAYS TEST MY

L BUT WIIEN I Ilﬂ..
\ IT'S DURING LIVE
. DEMOS
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