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Engineer of things
- Tech Passions

- Distributed Systems
- Streaming Data System
- Infrastructure Automation
- System Design

- Worked
- Raytheon
- Palantir Middle East
- Yelp
- Netlify



- full CI/CD 
- prerendering 
- content delivery 
- lambda deployment
- routing layer
- split testing
- identity provider
- dns provider
- ...

What is Netlify?

Netlify is the simplest way to build, 
deploy, and manage web projects 
on the JAMstack. We're changing 
the way the web is built by 
collapsing the modern front-end 
development process into a single, 
simplified workflow. 
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What am I going to 
talk about? 

1. Intro to the system
2. Why we did all this work
3. How we accomplished it
4. The actual migration
5. Next steps
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Plan for failure - Redundancy is a priority 
- Everything is horizontally scalable 
- Everything runs in cluster 
- Health checking for everything



Getting Data into the 
system
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Cool, but where 
are the actual 
servers?
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things go wrong? 
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Why do all of this? Because clouds fail
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Assumption Checking
https://github.com/rybit/cloud-bench
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RAX  = 1 
AWS = 2 
GCP = 4

Upload mask

Example: 
m = 6 → AWS & GCP 
m = 3 → AWS & RAX 
m = 1 → RAX only
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- Records progress and errors
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Cloud Agnostic Origin 
Services

- Generic cloud storage interface
- Automatic failover
- Prefer staying in cloud 
- Forceable overrides
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Pulling the trigger

1. Spin up enough origin services 
2. Fail over the DB  
3. Update the consul entry 
4. Aggressively stare at monitors
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- Redundant everything 
- Cloud agnostic origin and CDN 
- Programmable infrastructure 
- Out of band replication 
- Smart routing 
- Automated failover

Summary



So now what?

- Setup trickle of traffic to live standby 
- Automate the traffic switch 
- Speedup network scale up 
- More monitoring



WE 
ARE

 HIRING
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