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Hello

*|I’'m Karthik Gaekwad
*NOT a DBA

ORACLE

Cloud Native Labs

* Cloud Native Evangelist at Oracle Cloud
* https://cloudnative.oracle.com/

* Past: Developer on the Oracle Managed
Kubernetes Team
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Hello

EHefer e ORACLE StackEngine
G,W "ﬂngﬁtms @ IGNALSCIENCES

* Been in Industry 15 years.

Cloud Native Labs

* In general, | like building stuff with friends.
* Maintainer for Gauntlt- Open source security scanner.

* Love Teaching and building community.
* Run Devopsdays Austin, Container Days, Cloud Austin.
e Chair All Day Devops Cloud Native track.
* LinkedIn Learning Author for Learning Kubernetes (and more).
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The Cloud Native Journey Core to Edge

Focus
Applications
Automation
Community

ORACLE

Efficiency Agility

Speed

A
Kubernetes
Docker %
kubernetes
docker Phase Il
Business Focus
(end-to-end)

Phase ll
DevOps Focus

Phase |
Developer Focus

Container Adoption Application Deployment Intelligent Operations

DevOps deployment End-to-end integration
Production apps Digital business apps

Advanced orchestration Serverless, DevSecOps, & ML
Teams & lines of business Cloud native enterprises

Developer adoption
Dev/Test apps
Simple orchestration
Individual developers
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CNCF Survey: August 2018

100 How Does Your Company Use Containers and Where?

Lots of adoption on
dev/staging

Continued production
Increase

10%

Development Test PoC Production
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CNCF Survey: August 2018

How Does Your Company Use Containers and Where?

Public Cloud

~J
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Adoption over public and on-prem

On Premise 64%

Private Cloud
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ORACLE

Kubernetes Dominates Container
Ma

gament

Your company/organization manages
containers with:

Winner!
Kubernetes
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Top 5 challenges to cloud native adoption...

Monitoring

Security
Lack of Training

Cultural Challenges

Complexity

W Percentages

ORACLE
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Kubernetes & Cloud Native Challenges

 Managing, maintaining, upgrading Kubernetes Control

Plane
* API Server, etcd, scheduler etc....
* Managing, maintaining, upgrading Kubernetes Data
Plane
* In place upgrades, deploy parallel cluster etc....

* Figuring out container networking & storage
* Overlays, persistent storage etc... - it should just work

* Managing Teams
* How do | manage & control team access to my clusters?

* Security, security, security

Source: Oracle Customer Survey 2018
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How Are Teams Addressing Complexity, Training Issues?

Customer Managed Fully-Managed
App Management App Management
App Deployment App Deployment
Scaling / Scaling /
High Availability High Availability /
Platform Backup & Platform Backup &
Recovery Recovery

Upgrades & Patching Upgrades & Patching /

Software Installation Software Installation /
/ Server Provisioning / Server Provisioning /
/ Rack and Stack / / Rack and Stack /
/ Power, HVAC / Power, HVAC /
ORACLE

Fully managed
Benefits

v Faster Time to Deploy

v Lower Risk

v'  Accelerate Innovation
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Which brings us.to security...



| DAYS WITHOUT
. AN ACC\DENT




Unsecured K8s dashboards

e Unsecured Kubernetes
Dashboard with account creds.

e Used this to mine
cryptocurrency.

* 2017: Aviva
e 2018: Tesla, Weight Watchers

Lessons from the Cryptojacking Attack at Tesla

 https://redlock.io/blog/cryptojacking-
tesla
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Kubelet credentials hack

SIGN N SON

|1aCker0ne FORBUSINESS FORHACKERS HACKTIVITY COMPANY  TRYHACKERONE L S h O p ify : Se rve r S i d e re q u e St

~

o M) SSRF in Exchange leads to ROOT access in all instances F O rge ry

# Resolved {Closed) . Maedium (6.9)
May 23, 2018 4:09pe -0500 art e
hopify Visit Public (Ful) o

exchangs. shopify.com

Get kubelet certs/private key

Server-Side Request Forgery (SSAF)

$25,000

* Root access to any container in
o e o e i i S it part of infrastructure.

oo particular subset Dy explofting a server side reguest forgery bug n the screenahotting functionality of Shopity Exchange. Within an
Bonx of receiving the report, we disabled the vuinarsbie service, Begen auditing applications in all subsets and remediating scross all our
infrastructure. The vulnerable subset did not inchude Shopify core

e A A A S R S * https://hackerone.com/reports/341876

also dsabled access to internal s on all infrastructure subsets. We awarded this $25,000 as a Shopify Core RCE since some
appiications in this subset do have access to some Shopsfy core data and systems.

wach ted c Shopity
H The Exploit Chain - How to get root access on all Shopify instances
1 - Access Google Cloud Metadata

o 1 Croate a store (partners. shopily.com)
o 2. 00 the template passvord. liguid end add the following content

<soript>

window.locatione"http://metadata.google. internal/computedotadata/vibetal/inatance/sesvice-ac e

</poript>
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CVE’s Happen...

In a Nutshell, Kubernetes... In a Nutshell, docker...

... has had 70,892 commits made by 2,241
contributors
representing 1,537,561 lines of code

... has had 257,984 commits made by 11,382
contributors
representing 9,236,254 lines of code

Even more relevant with increased
production usage of containers...




CVE’s Happen...

In a Nutshell, Kubernetes... In a Nutshell, docker...

. has had 70,892 commits made by 2,241 ... has had 257,984 commits made by 11,382

contributors
representing 1,537,561 lines of code

contributors
representing 9,236,254 lines of code

v CVE-2018-1002105: proxy request handling in kube—
SEIEUL apiserver can leave vulnerable TCP connections # /1471

Container
Escaping DOCKER SECURITY UPDATE: CVE-2019-5736 AND CONTAINER SECURITY BEST PRACTICES
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How did

et.here?

ORACLE
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\‘Kubernetes IS too complicated”




“Kubernetes is too complicated”

e













Attack Surface

Goal: Reduce the attack surface

* Analysis for:
* Host(s)
* Container (Images and running)
* Kubernetes Cluster




Attack Surface: Host

* These are the machines you’re running Kubernetes on.

* Age old principles of Linux still apply:
* Enable SELinux
* AppArmor
* Seccomp
* Hardened Images

* Goal: Minimize privilege to applications running on the host

* Good news: Already a wealth of information on this subject!
e http://Imgtfy.com/?q=how+to+reduce+attack+surface+linux

ORACLE" @iterationl


http://lmgtfy.com/?q=how+to+reduce+attack+surface+linux

Attack Surface: Container Images

GOAL: Know your base image when
building containers

ORACLE @iterationl



Attack Surface: Container Images

GOAL: Know your base image when building containers

0 3
uuuuuu ST !
PUBLIC REPOSITORY
A
<
i

. Karthequan
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**BTW, this is just a ruby helloworld app



Attack Surface: Container Images

GOAL: Know your base image when building containers

karthequian/ruby Q \
public sT A Y

PUBLIC REPOSITORY

ORACLE
Full disclosure: I’'m karthequian; | created this as a ruby 101 container for learning purposes only

@iterationl



Attack Surface: Container Images

GOAL: Know your base image when building containers

 When in doubt, stick to an official images!

e Or start from a sane base image (example: alpine linux)

ORACLE @iterationl



Attack Surface: Container Images

GOAL: Smaller the image, the better

* Less things for an attacker to exploit.
* Quicker to push, quicker to pull.

ORACLE @iterationl



Attack Surface: Container Images

GOAL: Don’t rely on :latest tag

* :latest image yesterday might not be :latest image tomorrow

* Instead, you’d want to know what specific version you’re operating
with.

* Side benefit: If there is a new vulnerability announced for OS version
X.y.z, you know immediately whether you’re running that version!

ORACLE @iterationl



Attack Surface: Container Images

GOAL: Check for vulnerabilities
periodically

* Plenty of ways to do this in registries. We’ll cover more in the tooling
section

ORACLE @iterationl



Attack Surface: Running Containers

GOAL: Don’t run as root

e Containers running as root might be completely unnecessary for the
actual application.

* If compromised, attacker can do a lot more things..
* Pod security policies can help (we’ll see how later).

ORACLE @iterationl



Attack Surface: Running Containers

GOAL: Limit host mounts

* Be wary of images that require broad access to paths on the host.
* Limit your host mount to a smaller subset of directories.
* Reduces blast radius on compromise.

ORACLE @iterationl
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Attack Surface:

Kubernetes Cluster
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Kubernetes Cluster- TLS
TLS ALL THE THINGS

ORACLE" @iterationl



Kubernetes Cluster- TLS

o ,

Master

Controller Manager

User (Controller Loops) API| Server (REST API)

etcd (key-value DB, SSOT)

|

Scheduler
(Bind Pod to Node)

4

T -

Nodes

CNI -
QCl I
Protoby!l i

aQRPC - i
N - >

Container
Runtime

ORACLE

Kubelet

Container
Runtume

Kubelet
I Container
Runtume

Node 3
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Kubernetes Cluster- TLS

e TLS Checklist:
1. User and Master

2. Nodes and Master
3. Everything etcd

ORACLE

Master etcd (key-value DB, SSOT)

(o I
Controller Manager

API Server (REST API)

Scheduler

User (Controller Loops) (Bind Pod 1o Node)

@iterationl



CVE’s

GOAL: Have an upgrade strategy

e Because...CVE’s are fixed in new minor versions.
 Don’t treat K8s as “install once, run all the time”.
* Make your K8s install repeatable for different versions.

e ..Or use a Managed Provider.
* Either automatically patch for you, or tell you what to do.

ORACLE
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We're a little
better off now.

But what else to do?



K8s Features

How can the platform help
me make secure choices?

ORACLE @iterationl



K8s Features

* Kubernetes Secrets
e Authentication

* Authorization

e Audit Logging

* Network Policies

* Pod security policies
* Open Policy Agent

ORACLE @iterationl



Kubernetes Secrets

e GOAL: Use Kubernetes secrets to store sensitive data instead of
config maps.

* Also look at: secrets encryption provider.

e Controls how etcd encrypts API data
» --experimental-encryption-provider-config

* https://kubernetes.io/docs/tasks/administer-cluster/encrypt-data/

ORACLE" @iterationl


https://kubernetes.io/docs/tasks/administer-cluster/encrypt-data/

Authentication and Authorization

* Do you know how you are authenticating with Kubernetes?

* Many ways to Authenticate
* Client Certs
* Static token file
* Service Account tokens
* OpeniD
* Webhook Mode
 And more (https://kubernetes.io/docs/reference/access-authn-authz/authentication/)

ORACLE" @iterationl


https://kubernetes.io/docs/reference/access-authn-authz/authentication/

that fits






Authentication and Authorization

Authorization Modules

o Node - A s0ecal-purpose Sthor2er gt OParts SONMISSONS 30 Seets Dosed on the DOGS they e SChaduled 50 run. 70 ieaen mone abost Using the Node auhorizaton mode, see Node
AN 2A00N

o ABAC At Dute-Saiid acoess Cortrdl (ABAL) Sofires AN SC08as SONSSl SaradS g whirely SC0RSS NgHES 490 SIS 1S UBery rough e Ut Of DOMCES Which Comdine aardutes
WOENS. The DORCHES CAN Wie 30y Type Of IrriDunes [usey ANrDUtes. MS0U0e ATIIDUNSS, OO0 e yment antrutes, €42}, T0 oorn mone about usng the ABAC mode, see ABAL Mode

¢ RBAC - Role-Desed acoess control (RBAD) & @ Memod of NeQuistng SC0SES 10 COMOUIEY OF REOwOrk ASSOUN0es DESET ON the 1ies Of NCRACUN USErS Wi 3N erneDrse In Thes Conext
2008 15 1he abity of 91 Inchwidual waer 15 perform 8 500G Lask, Such &5 wow, Creafe. O Mockty 3 Yo To lsarmn mong abOUt Ung The RBAL moce. soe RIAL Maocde

o When specifed RBAL (Row-lased AcSees Cortral] uset th ried  asthorizetion Wi 10 AN O 0 Grive MO 2ation Secsong, Slowing sdmng 10 yrarmcaly corfigure
DOTTVESION PORCHS TYough The Kubermetes AP

o 1o oradie RIAL, 5209 1he 30000wet WER 3 IAar 1181 100 mde~RRAL

o Webhook - A Webiook is an HTTP caltacic s HTTP POST that ocurs when sometiung hadoens § Serdie sverd actfication va HTTP POST A wet agpication
IMOReMenting WebHooks will POST 2 Message 10 3 URL when 0onain Things Nas0en. T0 ‘e more about using the Webhook mode. soe Webhook Mooe

https://kubernetes.io/docs/reference/acc

| ess-authn-authz/authorization/
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https://kubernetes.io/docs/reference/access-authn-authz/authorization/

Authentication and Authorization

* Pro tip: Nobody uses ABAC anymore. Don’t be that guy....

e RBAC is the defacto standard

* Based on roles and role bindings
e Good set of defaults: https://github.com/uruddarraju/kubernetes-rbac-policies

* Can use multiple authorizers together, but can get confusing.
15t quthorizer to authorize passes authz

ORACLE" @iterationl


https://github.com/uruddarraju/kubernetes-rbac-policies

Kubernetes Cluster- Audit Logs

e \Wat?

* “Kubernetes auditing provides a security-relevant chronological set of
records documenting the sequence of activities that have affected
system by individual users, administrators or other components of the

system.”
* Answers: What/when/who/where information on security events.

* Your job: Periodically watch Kubernetes Audit logs

e https://kubernetes.io/docs/tasks/debug-application-cluster/audit/

ORACLE" @iterationl


https://kubernetes.io/docs/tasks/debug-application-cluster/audit/

See, you know how to take the
reservation, you just don't know
how to hold the reservation and

that's really the most important part
of the reservation, the holding.
Anybody can just take them.

J(Mc, § (m‘/) eld

AZQUOTES




Kubernetes Cluster- Network Policies

* Consider adding a network policy to the cluster...

* Default Policy: All pods can talk to all other pods.
* Consider limiting this with a Network Policy

* https://kubernetes.io/docs/concepts/services-networking/network-policies/

ORACLE" @iterationl


https://kubernetes.io/docs/concepts/services-networking/network-policies/

Kubernetes Cluster- Pod Security Policies

* Consider adding Pod Security policies

e PodSecurityPolicy: A Defined set of conditions a pod must run with.

* Think of this as authorization for pods.

ORACLE @iterationl



Kubernetes Cluster: Pod Security Policies

Capability for an
admin to
control specific
actions

Running of privileged contaners

Usage of host namespaces

Usage of host networking and ports

Usage of volurme types

Usage of the host filesystem

White st of Flexvolume drivers

Allocating sn FSGroup that owns the pod's
volumes

Requiring the use of a read only oot fle system

The user and group IDs of the contpines

Restricting escalstion 10 100t privileges

Unux capabiites

The SELinux comext of the container

The AppArmor profide used by containers
The seccomp profiée used by containers

The sysct! profide used by contaners

privileged

hostPID, hostIPC

hostNetwork . hostPorts

yolumes

allowedHostPaths

allowedFlexVolumes

fsGroup

readOnlyRootFilesysten

runAsUser . supplementalGroups

allowPrivileceEscalation. defaultAllowPrivilegeEscalation

defaultAddCapabilities . requiredDropCapabilities

allowedCapabilities
selinux

annotations

annotations

annotations

https://kubernetes.io/docs/concepts/policy/pod-security-policy/#what-is-a-pod-security-policy

ORACLE
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https://kubernetes.io/docs/concepts/policy/pod-security-policy/

Open Policy Agent

* Policy based control for your whole environment.
* Full featured Policy Engine to offload policy decisions from each

application/service.
* Deploy OPA alongside your service
* Add policy data to OPA’s store Y S—

e Query OPA on decisions.

* Great idea, still early, watch this space... GFA

 Standardize policies for all clusters
* https://www.openpolicyagent.org/  poicy | Data

ORACLE" @iterationl
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Keep tabs on the CNCF Security \andscape

0t Gt it o
LIk

K]

¢ 'aqua @ clair {Jowe O — "!‘
anchore ‘ ) v

https://landscape.cncf.io/landscape=security-complia
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https://landscape.cncf.io/landscape=security-compliance

CNCF Projects

PTUF fotary

* “The Update Framework” * |s a project.

* Is a framework or a * Based on TUF.
methodology. * A solution to secure software

* Used for secure software updates and distribution.
updates. e Used in Docker Trusted Registry.

* Based on ideas surrounding trust
and integrity.

ORACLE @iterationl



Clair 2) clair

* Open source project for the static analysis of vulnerabilities in
containers.

* Find vulnerable images in your repo.
* Built into quay.io, but you can add to your own repo.

* https://github.com/coreos/clair

ORACLE" @iterationl


https://github.com/coreos/clair

56c0fa7le47b

Quay Security Scanner has detected 13 vulnerabilities.

Patches are available for 4 vulnerabilities.

High level vuinerabiizies
Medium devel vulner aelitien
Low-level winerablities
Negligible level vulnerabibnes.
Unknown-level vulnerabilties

Image Vulnerabilities
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Harbor

* Newer! CNCF Project
* Registry product

e Supports vulnerability scanning,
image signing and identity
control

e Scope is larger than clair

ORACLE" @iterationl
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Kube-bench

* Checks whether a Kubernetes cluster is deployed according to

Kk

security best practices.
* Run this after creating your K8s cluster.

* https://github.com/aquasecurity/kube-bench

- Defined by the CIS Benchmarks Docs: https://www.cisecu Kube-bench
benchmarks/

* Run it against your Kubernetes Master, or Kubernetes node.

ORACLE" @iterationl


https://www.cisecurity.org/cis-benchmarks/

Kube-bench example

b ~$ kubectl logs kube-bench-node

C)R’ACI_E

[INFO] Z Worker Node Security Configuration

[INFO] 2.1 Kubelet

[FAIL] 2.1.1 Ensure thot the --cllom-privileged argument is set to false (Scored)
(PASS] 2.1.2 Ensure thaot the --anomymous-outh argument s set to false (Scored)

[PASS] 2.1.3 Ensure thot the --cuthorization-mode orgument {s not set to AlwaysAllow (Scored)

[PASS] 2.1.4 Ensure thot the --client-co-file argument is set os appropriate (Scored)

(PASS] 2.1.5 Ensure thot the --read-only-port argument is set to @ (Scored)

[FAIL] 2.1.6 Ensure thot the --streaming-connection-idle-timeout argument {s not set to @ (Scored)

[FAIL] 2.1.7 Ensure thot the --protect-kermel-defoults argument s set to true (Scored)

[FAIL] 2.1.8 Ensure thot the --moke-iptables-util-chains argument is set to true (Scored)

[FAIL] 2.1.9 Ensure that the --keep-terminated-pod-volumes orgument is set to false (Scored)

[FAIL] 2.1.10 Ensure that the --hostname-override orgument is not set (Scored)

[FAIL] 2.1.11 Ensure that the --event-gps argument is set to @ (Scored)

(PASS] 2.1.12 Ensure thot the --tls-cert-file ond ~-tls-private-key-file arguments core set as oppropriate (Scored)

[PASS] 2.1.13 Ensure that the --codvisor-port orgument {s set to @ (Scored)

[FAIL] 2.1.14 Ensure thot the RotateXubelet(ClientCertificote argument {s set to true

[FAIL] 2.1.15 Ensure that the RototeKubeletServer(ertificote argument s set to true

[INFO) 2.2 Configuration Files

(FAIL] 2.2.1 Ensure that the kubelet.conf file permissions ore set to 644 or more restrictive (Scored)

(FAIL] 2.2.2 Ensure thot the kubelet.conf file omnership is set to root:root (Scored)

[FAIL) 2.2.3 Ensure thot the kubelet service file permissions are set to 644 or more restrictive (Scored)

(FAIL] 2.2.4 2.2.4 Ensure thot the lubelet service file omnership is set to root:root (Scored)

[FAIL] 2.2.5 Ensure thot the proxy kubeconfig file permissions are set to 644 or more restrictive (Scored)

[FAIL] 2.2.6 Ensure thot the proxy kubeconfig file ownership (s set to root:root (Scored)

AN 2.2.7 Ensure thot the certificote cuthorities file permissions are set to 644 or more restrictive (Scored)
' 2.2.8 Ensure thot the client certificote cuthorities file ommership is set to root:root

@iterationl



Kubesec

* Helps you quantify risk for Kubernetes resources.

* Run against your K8s applications (deployments/pods/daemonsets
etc)

* https://kubesec.io/ from controlplane

* Can be used standalone, or as a kubectl plugin
(https://github.com/stefanprodan/kubectl-kubesec)

ORACLE" @iterationl


https://github.com/stefanprodan/kubectl-kubesec

Kubesec example

» ~$ kubectl -n kube-system plugin scon deployment/kubernetes-dashboard

sconning deployment kubernetes-dashboard

deployment/kubernetes-dashboard kubesec.io score 3

Advise

1. containers[] .securityContext .runASNOnRoOt == true

Force the running image to run as o non-root user to ensure least privilege

2. containers[] .securityContext .copabilities .drop

Reducing kernel caopabilities avaoilaoble to o container limits its attock surface

3. containers(] .securityContext .readOnlyRootFilesystem == true

An immutcble root filesystem can prevent malicious binaries being added to PATH and increase attock cost
4. containers[] .securityContext .runAsUser > 10000

Run as a high-UID user to avoid conflicts with the host's user table

S. containers[] .securityContext .copabilities .drop | index("ALL")

Drop all copabilities ond odd only those required to reduce syscall ottock surface

b~$l
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Kubeaudit

* Opensourced from Shopify.

* Auditing your applications in your K8s cluster.
* https://github.com/Shopify/kubeaudit

* Little more targeted than Kubesec.

ORACLE" @iterationl


https://github.com/Shopify/kubeaudit

kubeaudit is a program that will help you audit
your Kubernetes clusters. Specify -1 to run kubeoudit using ~/.kube/config
otherwise it will attempt to crecte an in-cluster client.

Fpatcheswelcome

Usage:
kubeaudit [command)

Available Commands:
allowpe Audit containers that allow privilege escalation

caps Audit container for copabilities
help Help cbout any command
imoge Audit container imoges
nonroot Audit contginers running as root
np Audit namespace network policies
priv Audit contginers running as root
rootfs Audit containers with reod only root filesystems
sat Audit cutomountServiceAccountToken = true pods ogainst an empty (defoult) service account
version Print the version number of kubegudit
Flogs:
-a, --allPods Audit againsts pods in all the phases (defoult Running Phase)
-h, --help help for kubeaudit
-3, ==3json Enable json logging
-c, --kubeconfig string config file (default is SHOME/.kube/config
-1, --local Local mode, uses ~/. kube/config as configuration

-f, --manifest string yaml configuration to cudit
-v, --verbose string Set the debug level (defoult “INFO™)

- Use "kubeaudit [command] --help” for more information cbout ¢ commend. . .
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Kubeaudit example

-3 /Uvers/karthik/Doenloode/lubecudit 2.2 .0_dorwin_ondidlebecudit ollowpe -¢ /Aners/eerthin/. kube/config

PRRD(MY] SecwrityContext not set, plecse ot
COE)] SecurityCortent not set, ploase st
LROe0e)] SecurityContext not wet, plecss et
[RR0[00)] SecwrityCantext nont set, please st
CRO[Y) SecurityCortent not set, pledse set
LRRO{00RS] Securitylortext rot set, plecss et
[RR0(0N]] Secwrityloment not set, plegse st
DRRO[3] SecurityCortent mot set, pledse set
LRRO(e0eS) Securitylontext mot set, plecss et
[RRO(PN]] Secwritylomext not set, plecse st
ERROT0Y) SecurityContent not set, pledse set
LD o0es) SecurityCortext not met, plecss et
PRRD[0)] SecwrityContext not set, plecse ot
CO[N)] Secwritylortent ot set, please st
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e T ypewdep oyment Nore=Q0tnetecer|@ Some oo rede ot

e T ypesdep Oymest Nomes Jovodend Nomespol eedefoult

e T ypeedeployment Nomw-pron-Jens-promethes -olertacnoger Nomwipoc e=defoult
e T peedep Oyment Nomefrom- Sons - DrOmet ey - e - ST OTe -Aet i {s Mo oo emdefault
e T ypeedep| Oymest Nomceprim Som) Drometheus NGt ondy Mome oo cedefoul t
e T ypoedeployment Nome-pron-Jeno-prometheut - server Nome oo eedefoult

Ko T ypeedep| Oymert Nomewe| thl |58 -3 Loyment Nome Lood ewde foult

e T ypoedep | Oymert NomeelOrtour Nomesood ceept |0 (OMour

Luoe " ypo-deployment Nore-lnbe -Sra Noreipoie-tnbde - tyiten

e T yponddt | Oyment N lie -00 - Gt OACGT 8F Norw Lo el e - Lyt em

e | ypesdep| Oymert Nomcsbiberfet ey SOSM00rE Nomesior celnle  Systen

K T ypoedeployment Noveeoc | vl une -provisioner Romwipocesinbe -systen

e T ypemdep \ Oymert Nome=tiller-ceploy Name o ewitbe-systom

Kt T ypeeddenirSet Nire-grom Jond  prometheus - AO0e - exporter Nomeioo esdefoult

LUeas] AllosfPrivilegelscoliotion not set ahich ollows privilege escolation, plecas st to folse NideTpesdommoniet Nomeelobde-flomel -ds Nommipocesinbe-syiten
tm AllowPrivilegelscalotion not set shich olloes privilege escolotion, plecss set 10 folse LaeTipe=domoniet Noveslobe-proxy Aomeipece-inbe - systen
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Put it all together...




KNOWING=

IS HALF THE BATTLE
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Apply It!

* Week 1:

*Build an Automation Pipeline:
* To build Docker images on code pushes
* \Versioning strategy for code
* To build your Kubernetes clusters




Apply It!

e 15t Month

 Sanitize your code:
* Know your base images
* Implement versioning for your containers

* Invest in a registry (or tooling) that does vulnerability
scanning

e Kubernetes:

* Have an upgrade strategy in place
* Analyze secrets/sensitive cluster data
* Turn on audit logging




Apply It!

3 Months:

* Continuously Monitor
* Tooling like Kubesec/Kube-audit

* Plan how to address vulnerabilities/CVE’s

* K8s:
 Strategy for Pod Security Policies
e Strategy for Network Policies
* Run scans (like kube-bench) on cluster creation




Apply It!

*6 Months:
* Re-ask day 1 questions.

* Review strategies- is it working? What needs
tweaking?

* Review tooling- are there new tools that help? Are
existing tools working?

e Review CVE’s




Couple more resources to look at:

* 11 ways not to get hacked:
https://kubernetes.io/blog/2018/07/18/11-ways-not-to-get-hacked

e K8s security (from Image Hygiene to Network Policy):
https://speakerdeck.com/mhausenblas/kubernetes-security-from-
image-hygiene-to-network-policies
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https://kubernetes.io/blog/2018/07/18/11-ways-not-to-get-hacked
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