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WHY ARE WE LOSING THE INFOSEC
BATTLE?

how do we get back into the race?
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Why we are still losing the InfoSec battle
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Cyber Threat Intelligence
and Defense
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Trusted Compute Pools

Addresses critical needs in virtualized &
cloud use models

* Provides control to ensure only trustable hypervisor
is run on platform

* Protecting server prior to virtualization software boot

* L aunch-time protections that complement run-time
malware protections

* Compliance Support

Control VMs based on platform trust
* Pools of platforms with trusted hypervisor
* VM Migration controlled across resource pools

* Similar to clearing airport checkpoint and then
moving freely between gates
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Trust Dashboard
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Trusted Infrastructure

NISTIR 7904

NIST IR-7904 Reference Architecture Trusted Geolocation in the Cloud:
Proof of Concept Implementation
. Joint Collaboration between NIST, Intel Corporation,

and Software Vendors to demonstrate the ability to el Barock

urugi ouppaya

control and audit workload and data provisioning ol

0 ames Greene

based on system trust and geo-location  Steve Orrin

Hemma Prafullchandra

JohnMcLe(?se

http://nvipubs.nist.gov/nistpubs/ir/2015/NIST.IR.7904.pdf P e
Tarik Williams

Karen Scarfone

This publication is available free of charge from:
http://dx.doi.org/10.6028/NIST.IR.7904
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Attested Server Tagging & Trusted Geo-location in the Cloud

* Many Trusted Compute Pools Early Adopters also require: E,:';—’:g" SR
° GEO tagglng LS Dwpsgrvmnss of Comesnoe
* Regulatory Compliance Requirements: Trusted Geolocation in the
«  EU data protection directives (95/46/EC) :3"““"" Proof of Concept
mplementation
O FISMA (geo-tag)

Payment Card Industry (PCI-DSS) (asset tag)
«  HIPPA (Asset Tag) NIST IR 7904 -USG recommendation
R for “Trusted Geolocation in the Cloud”

Intel/ISV provided
b Gusted resource pool based on \

hardware-based secure technical

measurement capability
Platform attestation and safer
hypervisor launch - Provide
integrity measurement and
enforcement for the compute
nodes
Trust-based secure migration -
Provide geolocation measurement
and enforcement for the compute

x nodes
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A PoC of the NIST IR 7904 solution
is at the NIST National Cyber
Center of Excellence (NCCOE) in
Rockville, MD
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Apache Spot

Open source project based
on Apache” Hadoop®

spot.incubator.apache.org




» Network Flows (nfcapd)
* DNS (PCAP) » Open source decoders
* Proxy * Load data in Hadoop

PARALLEL
INGEST
FRAMEWORK

MACHINE OPERATIONAL
LEARNING ANALYTICS

* Filter billions of events = Visualization, attack
to a few thousand heuristics noise filter
* Unsupervised learning
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The Apache Spot Solution Approach

Use Cases Telemetry Sources Downstream Connections

IT Insight schedulers

Er.:int_ai i Hr_j Network Telemetry
= HEIEE Netflow, DNS, Proxy

Software Defined

Platform Telemetry
Infrastructure :

Container, VMs, OS,
Intel Ingredients

Composable
Hardware Usage Telemetry

Data Telemetry %
Application Context CMDB DCMS
Telemet

Storage Telemetry : = =
Traditional Data CMDB DNS
Center Compute

Facility Telemetry Other Data Sources
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The Apache Spot Solution Approach

Spot Open Data Models

Apache Hadoop

.

-

"

Apache Spot

Extending Analytics

Enhanced and Additional Algorithms

Broader Correlation Piadiciiva B Wider
Event Data for Incident Scope of
Types Response Analysis

Research Analysis
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Threat Intelligence Powered by Analytics

Open Network insight
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Automation and Information Sharing Enhances
Security

o Capabilities
o Automated provisioning of patches & updates
o Automated system/node refresh
o Dynamic Security controls
o SW defined Network and Host Security services
o Automated Workload configuration for Security Baselines
o Automated Compliance
o Benefits
o Real time threat response and mitigation (get the human out of the loop)
o Reduce window of exposure
o Reduce risk during active attacks and campaigns
o Information Sharing - Beyond loC’s!
o Sharing Automation scripts, techniques, and best known practices must be a key part of the
Information Sharing
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Closing the Threat Gap with Analytics,
Automation, and Information Sharing
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FEOORA
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== COMMUNITY ==




WE CAN DO MORE
WHEN WE WORK

TOGETHER




»

FREEDOM.

100% free, leqgal,
redistributable

Software. Artwork. Project
Code. EVERYTHING.

Never cutting corners.



e Everyone has something

,g to give.

FRIENDS. e Thousands of active
contributors.

e Disagreement,
then discussion,
then consensus.



e Technical excellence.
e Upstream collaboration.

e QOur features become part
of others.




e Innovation.

e We don’t wait for others to
do the heavy lifting.

e Rapid release cycle.

e Community R&D lab.



fedora

SECURITY LAB




Fedora Red Team

e (Offensive tooling

e Exploit Curation

e Offensive Standards

e (Offensive Reference
Architectures

https://fedoraproject.org/wiki/SIGs/Red_Team

U



https://tbd

Fedora Blue Team
e Defensive tooling

e Active Cyber Defense
platforms

e Reference
architectures






fedora
modularity

Traditional Distribution Modularity

Database 1.0

Webserver 2.2 database 1.0
Fedora 25 Fedora 26 library 4.0

database f25 database 26 Database 2.0

webserver 125 webserver 126 Webserver 2.6 database 2.0
library f25 library f26 library 5.0
kernel f25 library 5.0

Developer stack

Base Runtime database 2.0




Thank you!
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