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Cloud-native applications have come of age. Most companies making 
the shift to Kubernetes are seeking productivity improvements, 
resource efficiency, portability, and increased scalability. The large 
hyperscaler cloud providers have been driving significantly better 
results from their hardware and software stacks by adopting open 
hardware architecture and open source software. But are these gains 
readily available to the average data center provider running cloud 
native workloads? And are the power and carbon footprint 
improvements over typical rack systems significant enough 
to warrant a change to open architecture? The answer to both is yes.

Join Erik Riedel of ITRenew, and Andy Randall of Kinvolk, to learn 
about reducing your carbon footprint and achieving better computing 
economics for your cloud-native workloads today.

CNCF Member Webinar

Reduce The Carbon Footprint 
of Your Cloud-Native 
Workloads Now

29 April 2021
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Kinvolk – the power of community

Expertise Values Mission

Deep-stack Linux and 

Kubernetes

Contributing > Consuming

Cooperating > Competing

Community > Product

Welcoming > Excluding

To build and promote a 

100% open source

enterprise-grade            

Cloud-Native stack
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Hardware Clusters
external TOR switches (2x)
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internal TOR switches (2x)
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power zone AA

compute
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+ switch

up to 5 nodes

up to 48 nodes

for Open Systems

Fast-Start

deployed 
today in 
Amsterdam

for Greenhouses
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Flatcar Container Linux

Lokomotive Components

Lokomotive Management

Lokomotive Kubernetes Engine

The Open Cloud Native Stack for Sesame
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Sesame for Open Systems

Vanilla Upstream 
Kubernetes

Cluster management + 
systems intelligence Curated set of best 

of breed open 
source solutions

Secure, immutable 
operating system

Optimized for 
containers and 
Sesame hardware

Single-step full rack 
deployment

Streamlined updates
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43% reduction

Circular
Economy

Traditional
Approach
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CALL TO ACTION

https://github.com/SesameEngineering

Q U E S T I O N S  O R  C O M M E N T S ,  R E A C H  U S :

www.itrenew.com/sesame

C H E C K  U S  O U T  O N  O U R  W E B S I T E :

www.itrenew.com/resources

W a t c h  V i d e o :  
S e s a m e B y  I T R e n e w

@RiedelAtWork

/in/er1p

https://github.com/SesameEngineering
http://www.itrenew.com/sesame
http://www.itrenew.com/resources

