Don't Panic!

How to Cope Now You're
Responsible for Production

Euan Finlay
@efinlay24
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[lusr/bin/whoami
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Jlusr/bin/whodoiworkfor

No such file or directory.
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You've just been told you're on call.

(and you're mildly terrified)

@efinlay24



Obligatory audience interaction.

@efinlay24



Everyone feels the
same way at the start.

(I still do today)

@efinlay24



How do you get to the point
where you're more comfortable?

@efinlay24






The Ghost of Incidents...

> Future
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Handling incidents is the same
as any other skill.

@efinlay24



Get comfortable
with your alerts.
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Get comfortable
with your alerts.

(and bin the rubbish ones)
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Have a plan for when things break.

@efinlay24



Keep your documentation
up to date.

@efinlay24



Practice regularly.

@efinlay24



"The Gang Deletes
Production”
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Break things, and see what happens.

Did your systems do what you expected?

@efinlay24
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We got complacent, and stopped
running datacenter failure tests...

@efinlay24
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Have a central place for reporting
changes and problems.

@efinlay24



#ft-tech-incidents & O &

%% | & 339 | ® 6 | Channel used by FT Technology for managing incidents and notifying people about changes ar

R Friday, July 27th
I 25

Seeing aws dx link issues again-checking

Pasted image at 2018-07-27, 5:28 PM

All Groups

I, ¢+ 19:39

Methode alerts are firing

intermittent

I | I 5«0

yep we have network issues again at PR (edited)

Looks like the MPLS Verizon cct is down
So far no impact reported...

monitoring for now

I, == 9

We have reports of publishing not working, and problems with Methode portalpub connecting to UPP again
{I’ | I 05

thanks Andrew

AMVerizon are saying PR site is affected by an issue affecting multiple locations

I ¢ ¢ 15:46

switching portalpub off in PR







We should have followed
our own advice.

@efinlay24



We're not perfect.

(but we always try to improve)

@efinlay24



The Ghosts of Incidents...

> Present
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Calm down, take a deep breath:
it's (probably) ok.

@efinlay24



Don’t dive straight in.

Go back to first principles.

@efinlay24



What's the actual impact?

@efinlay24



"All incidents are equal,
but some incidents are
more equal than others."

George Orwell, probably

@efinlay24



What's already been tried?

@efinlay24






Is there definitely a problem?

@efinlay24
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What's the minimum viable solution?

@efinlay24



Get it running
before you
get it fixed.
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Check the basics first.

@efinlay24



It's not DNS
There's no WAY it's DNS
It was DN3






Don't be afraid to call for help.

@efinlay24
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Communication is key.

Especially to your customers.

@efinlay24






Put someone in charge.

@efinlay24



#upp-prod-incidents
| 262 %11 | - B - Opscops today. https:/docs.google.com/spreadsheets/d/1

Tuesday, April 10th

Pingdom APP 14:42

k8s - UPP Prod Delivery US: Annotations Read Aggregate Healthcheck is down
(Incident #4073269)
upp-prod-delivery-us.ft.com e View details

k8s - UPP Prod Delivery UK: Annotations Read Aggregate Healthcheck is down
(Incident #4073041)
upp-prod-delivery-eu.ft.com e View details

k8s - UPP Prod Delivery UK: Content Read Aggregate Healthcheck is down
(Incident #4073077)
upp-prod-delivery-eu.ft.com e View details

k8s - UPP Prod Delivery US: Content Publish Aggregate Healthcheck is down
(Incident #4073290)
upp-prod-delivery-us.ft.com e View details

k8s - UPP Prod Delivery US: Annotations Read Aggregate Healthcheck is up
(Incident #4073269)
upp-prod-delivery-us.ft.com e View details

k8s - UPP Prod Delivery US: Image Publish Aggregate Healthcheck is down
(Incident #4073407)
upp-prod-delivery-us.ft.com e View details

k8s - UPP Prod Delivery UK: Image Publish Aggregate Healthcheck is down
(Incident #4073095)
upp-prod-delivery-eu.ft.com e View details

k8s - UPP Prod Delivery UK: List Read Aggregate Healthcheck is down (Incident
#4073146)
upp-prod-delivery-eu.ft.com e View details

k8s - UPP Prod Delivery US: Content Publish Aggregate Healthcheck is up
(Incident #4073290)
upp-prod-delivery-us.ft.com e View details

& O & "Q Search




Create a temporary incident channel.

@efinlay24
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Software can be chaotic, but we make it work

Until it Works

The Practical Developer

?
O RLY @1ThePracticalDev



#upp-incident-20170929
82| %1 | & Add a topic

@ {é\} ‘ Q Search

September 29th, 2017
o

Same for EA46QF68-495E-D18F-3130-C220FA23EFSE in prod-us at 04:01:57
7 EE 7 1026
So I ;- s that in the last 24 hours, Next have got 20% more push event notifications in the US than in the EU...
~ T s
e Both request times line up exactly with the notification timestamps
: [ [ EIBY

uploaded and commented on this image: Push notifications received v

Graphite Componer
T O L0 Nowsnowngnepem 2 rouns

‘.\M‘{la ‘M| JI ‘JJ |

green is US region
~ T 2
suggestions-rw-neo4j (that's v2 annotations as | understand it) wrote annotations at 04:01:36 (uk) and 04:01:51 (us)
So they would have been present before the notifications were sent out
I
B :d | have confirmed that no annotations will still allow the article to show in both enrichedcontent and internalcontent
@1

Hmm, that's a big gap between 1 and 5



If you think you're
over-communicating,

it's probably just the right amount.

@efinlay24



Tired people don't think good.

@efinlay24






"The Gang Serves Traffic
From Staging”



Up“me report Repont dates: 26/07/2016 10 27/07/2016 (Europe/Lor

P Content AP V2 Lists AP [ e HTTP

Response time

Downtime Outages Uptime Max resp. time Min resp. time Avg resp. time
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It wasn't great,
but it wasn't the end of the world.

@efinlay24



The Ghosts of Incidents...

> Past
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Congratulations!
You survived.

It probably wasn't that bad, was it?

@efinlay24



Run a post-mortem
with everyone involved.

@efinlay24



Incident reports are important.

@efinlay24



NEVER HAVE T FELT SO | WHO WERE YOO,
CLOSE To ANOTHER S0UL. | DENVERCODER??

|
AND YET SO HELPIESSY ALONE. | L7 D1 1w SEE?!
AS WHEN T GOOGLE AN ERROR
AND THERES ONE RESULT

ATHRERD BY SOMEONE
WITH THE SAME PROBLEN

AND NO ANSWER
LAST AOSTED T N 2003




Prioritise follow-up actions.

@efinlay24



Incident Post-Mortem and Security
Advisory: Data Exposure After travis-ci.com
Outage

Apr 3,2018 a Konstantin Haase | SUPPORT

On Tuesday, 13 March 2018, travis-ci.com was non-operational for around 5.5 hours
starting at 12:14 UTC. There was a backlog of builds for another 3.5 hours after the
system returned to an operational state.

This post outlines what happened, and explains what exactly it means for you as a
travis-ci.com customer.

What happened

On Tuesday, 13 March 2018 at 12:04 UTC a database query was accidentally run
against our production database which truncated all tables. The query was blocked
for around 10 minutes and finally executed at 12:14 UTC.

As we responded to alerts immediately following this, our APl remained operational
for roughly 30 minutes, connected to an almost empty database.

Whenever anyone signed in to travis-ci.com during this time, they saw blank user Ff I 1
profiles. Since their old user records had been wiped from the database, our system

FINANCIAL

https://blog.travis-ci.com/2018-04-03-incident-post-mortem TIMES




Remediation

Steps we have taken to avoid accidental database table truncation:

¢ Revoked the truncate permission on our databases, effectively making it
impossible for tables to be truncated.

e Patched our internal spec_helpers to check for the DATABASE_URL environment
variable.

e Added a shell prompt warning to our developer tooling to make the shell
prompt warn when a DATABASE_URL is set.

e Submitted a Pull Request to the Database Cleaner gem to safeguard against
accidentally using a remote DATABASE_URL.

Steps we have taken to avoid compounding issues:

e Created an alias for the follower database, to make it easier to find and connect
to when testing is required against production data.

¢ Automated database failover and maintenance to reduce the time and number
of manual steps needed to recover from this type of situation.

In addition to the measures mentioned above, we are planning a number of short and
long term improvements that are aimed at making our system more resilient and

preventing similar outages from happening. FT

FINANCIAL
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ldentify what can
be done better
next time.

TTTTT
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Don't name your
pre-production database:

‘pprod’

Seriously, who does that?

@efinlay24



| Am Devloper
@ @iamdevioper v
> did you know you're connected to the
production database?

10:09

HEART RATE

High Heart Rate

Your heart rate rose
above 120 BPM while
you seemed to be in-
active for 10 minutes
from 09:59.

10:31 AM - 13 Sep 2018

arsRetweets 1,307Lkes @ PO 2@ O —

O 13 1 375 ¥ 1K



Nearly the end.

(don't clap yet)

@efinlay24



Problems will always happen.

(and that's ok)

@efinlay24



The end.

(please clap)

TTTTT



@efinlay24
euan.finlay@ft.com

We're hiring! https://ft.com/dev/null
https://aboutus.ft.com/en-gb/careers/

Image links: https://goo.qgl/3DeojV
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https://ft.com/dev/null
https://aboutus.ft.com/en-gb/careers/
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