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Symptom

18 % of queries are 
returning an error



3 nodes of the cluster 
are down
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It is so tempting to 
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High

p99 latency > 100ms 



Only page on these
Related to your SLOs



Medium

1 node of the 
cluster is down 



Notify on 
these



Low

Database I/O is 
slower than usual 
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SLOs & SLAs

Alert or Page?
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