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"Kubernetes is a platform for building platforms."
"Nobody will care about Kubernetes in five years."
"If you have a Kubernetes strategy you've already failed."
"Don't even try to run your own Kubernetes cluster."
"Kubernetes 'is now very, very boring."

"Containers Will Not Fix Your Broken Culture"

Sources:


https://twitter.com/kelseyhightower/status/935252923721793536
https://twitter.com/quinnypig/status/1093261169614356490
https://twitter.com/pczarkowski/status/1093256488808841225
https://www.softwaredefinedtalk.com/218
https://www.theregister.co.uk/2018/12/12/kubernetes_has_become_boring/
https://twitter.com/bridgetkromhout

So...as a developer, | should...?

1.) Move pixels on the screen (product)

2.) Remove waste to focus on #1
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Sources: Monolithic Transformation, The Business Bottleneck.



https://pivotal.io/monolithictransformation
https://content.pivotal.io/ebooks/the-business-bottleneck?utm_source=cote&utm_medium=slides

Sources: Sophie Seiwald, Daimler, case study in The Business Bofttleneck. Pics: pictavio & Nick Taylor.



https://twitter.com/seiwaldsophie
https://content.pivotal.io/ebooks/the-business-bottleneck?utm_source=cote&utm_medium=slides
https://pixabay.com/illustrations/ice-cream-van-mercedes-benz-auto-4749842/
https://www.flickr.com/photos/indigoprime/3529065476/
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Pic: based on James Watters VMworld 2019 keynote; concept to ka-ching, Edwards and Willis.



https://www.youtube.com/watch?v=mpojmItEZqI&feature=youtu.be&t=748
https://itrevolution.com/devops-culture-part-1/

Estimate: 30% to 40% of orgs do CI, fewer CD

"In a survey of developers, 60% of respondents
stated they release applications twice a year or
less."

Sources: Estimate based on Forrester survey (2019), DZone CD reports (2014, 2015, 2016, 2017, 2019); release frequency from 2019 Forrester TE| study,
“CEOs and Software,” Rymer & Hammond, Forrester, Jan 2019.



https://www.forrester.com/report/The+Agile+Enterprise+Emphasizes+Practice+Over+Process/-/E-RES153338
http://www.dzone.com/research/guide-to-continuous-delivery
http://www.dzone.com/research/2015-guide-to-continuous-delivery
https://dzone.com/guides/continuous-delivery-3
https://dzone.com/guides/devops-continuous-delivery-and-automation
https://dzone.com/guides/devops-implementing-cultural-change
https://content.pivotal.io/blog/the-economics-of-cloud-native-go-much-deeper-than-sticker-price
https://go.forrester.com/blogs/ceos-and-software/

In large organizations, governance is key to
scaling waste removal.

Governance comes from standardization.

Theory: cloud native platforms can be platforms
of good, enterprise governance.



Developers



Kubernetes basics

Primitives Control Plane
e yaml describes & configures API Controller — — "]
Server Manager
e Containers & pods, run in VMs, in clusters Cloud Ctrl
Scheduler Manager
e Managed by controllers & the scheduler Vot
aster
e System state stored in cluster store & | { ——
ConfigMap
e "Resources" standardized, self-service Hiafa Piarie
Behavior
Kubelet docker Kubelet docker Kubelet docker
e Enforce desired state
. . kube-proxy Network kube-proxy Network kube-proxy Network
e Self-heal with autorestarting Worker Worker ! Worker !
e Scale with ReplicaSets e e e e e e — - — A

e Deployment plans, e.g., rolling

e Networking is still magical




You're building distributed apps.

Container-oriented development.

It's micro




Building containers

- You build it, you own it

- Endless fiddly stuff

- Standardize on a tool

- Standardize on images/registry

- Tools: , Jib, buildpacks, etc.

More: "Effective Spring on Kubernetes." 2020; "Best Practices to Spring to Kubernetes Easier and Faster," Ray Tsang, 2019.


https://docs.spring.io/spring-boot/docs/2.3.0.BUILD-SNAPSHOT/maven-plugin/html/#build-image
https://buildpacks.io/
https://content.pivotal.io/webinars/feb-12-effective-spring-on-kubernetes-webinar
https://www.youtube.com/watch?v=YTPUNesUIbI

Pods are like servers...sort of

L [T]he right question to ask yourself

when designing Pods is, LRI TS
answer is “no,” a Pod is the correct
If the
answer is “yes,” multiple Pods is
probably the correct solution. In the
example at the beginning of this
chapter, the two containers interact via
a local filesystem. It would be
impossible for them to operate
correctly if the containers were

scheduled on different machines.”
-Kubernetes Up & Running

One or more containers
that share a network and
storage. E.g., front-end.
The thing that's replicated

E.g., databases pod alone
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https://pages.cloud.vmware.com/kubernetes-up-and-running-ebook?utm_source=cote&utm_medium=slides&utm_campaign=k8s4devs

Packaging

Obviously: containers

Think in terms of "deployments” -
pods, with containers, with resources

Declarative changes through yaml

Externalized configuration
(ConfigMap or ENV)

Release strategies, e.g., rolling

Use Helm

Pic: @benbravo73's Spring Music Store in Kubernetes.

metadata:
nane: musicdeployment
nanespace: default
labels:
app: spring-music
spec: # this is the spec for the deployment (inc. things like replicas and how to rollout updates)
replicas: 1 # bring up and maintain n replicas of the pod
revisionHistorylinit: 10 # keep only the last 18 entries in the rollout history

minReadySeconds: 68 # wait until the first pod has been healthy for 60 seconds before rolling out the next one

spec: # this is the Pod specification template
containers: # specify the container types (inc. how they're monitored for health)

- name: spring-music

image: benwilcock/spring-music:1.0 # specify the Docker image (you can change versions here)

imagePullPolicy: IfNotPresent # Would be 'Always' by default, but this can cause extra pulls

ports: # specify the ports to expose
- containerPort: 8080 # expose the app on port 8080 in the pod
protocol: TCP # use the TCP protocol (default, alternative is UDP)
livenessProbe: # checks if the container (in the pod) is healthy
httpGet: # this probe will use the http GET method
path: /actuator/health # call the actuator /health endpoint
port: 8080 # use the container port 8080

initialDelaySeconds: 20 # will not get called until 45 seconds after the pod has been created

timeoutSeconds: 10 # must respond within 1 second
periodSeconds: 60 # run the probe every 10 seconds
failureThreshold: 3 # if more than 3 probes fail, restart the container
readinessProbe: # check if the apploication (or service) is ready to receive traffic
httpGet: # this probe will use the http GET method
path: /actuator/health # call the / endpoint to see if we're ready
port: 8080 # call the container port 8080
initialDelaySeconds: 3@ # check as soon as the pod is 'live'
periodSeconds: 10 # check every 10 seconds
failureThreshold: 3 # fail after 3 bad attempts

successThreshold: 1 # go to 'ready' after 1 successful check
ame: mysqlsecret r
key: database. username
- name: SPRING DATASOURCE_PASSHORD
valuekron:
secretieyRets
nane: mysqlsecret
key: database. password
- name: SPRING_DATASOURCE_URL
valusrons
secretieymet
nane: mysqlsecret
key: spring. datasource.url
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https://twitter.com/benbravo73
https://github.com/benwilcock/spring-music/blob/master/src/main/kubernetes/deployment.yaml

Probes & Life-cycle

- livenessProbe - PostStart

- readinessProbe - PreStop

- startupProbe - Log to stdout/err



A whole lot more...

Internalized Configuration
Storage
Network Routes
Load Balancers
Secrets
Incident Management, Logs, Observability
Sidecars, Handlers, etc.

Hopefully, a friendly ops person handles these.



For much better explanations...

N OREILLY’
OREILLY &, E
S

Kubernetes
Up & Running

Dive into the Future of Infrastructure

Cloud Native
Infrastructure

HOW TO BUILD AND MANAGE MODERN SCALABLE INFRASTRUCTURE

Brendan Burns,
Joe Beda & Kelsey Hightower Justin Garrison & Kris Nova

Spring Cloud Kubernetes
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https://kube.academy/?utm_source=cote&utm_medium=slides&utm_campaign=k8s4devs
https://pages.cloud.vmware.com/cloud-native-infrastructure-ebook?utm_source=cote&utm_medium=slides&utm_campaign=k8s4devs
https://pages.cloud.vmware.com/kubernetes-up-and-running-ebook?utm_source=cote&utm_medium=slides&utm_campaign=k8s4devs
https://www.youtube.com/watch?v=u64jexEX_RY&feature=youtu.be
http://kube.academy

Enterprise Architecture as Code



Use a platform to implement enterprise governance

ﬂ >pfs create {myfunction} You mve_St
APP FUNCTIONS API above the lines
APP
>cf push {mycode}
App Logic STREAM EVENTS  REACTIVE APPLICATIONS API
Frameworks
API CONFIG CIRCUIT SERVICE BLUE/
GATEWAY SERVICE BREAKER DISCOVERY GREEN .
Monitoring &J >cf bind {marketplace}
Access Ctrl BUILD SERVICE MESH & LOG & SERVICE .
(Detect & Compile) ROUTE TRACE BROKER >kubectl run {myimage}
. CONTAINERS API
Runtime
container CLUSTER MANAGER IMAGE
! (Continuous Updates) REGISTRY
Os
VMs, CONTAINERS & NETWORKS EMBEDDED OPERATING
Vm as API SYSTEMS (LINUX & WINDOWS)
Network
PUBLIC/PRIVATE
Hw ‘CLOUD INFRASTRUCTURE’

App Stack Enterprise Architecture as Code



Enterprise governance through platform as a product

W f}ﬁ APPLICATION DEVELOPERs Pt %

%1 cf push% [fcf push [f

SELF-SERVICE PORTAL

MONITORING  3RD PARTY
DATABASE & LOGGING  INTEGRATIONS

SERVICES PIVOTAL CLOUD
FOUNDRY

FEEDBACK
LOOP
dOO1
A0vaadd3d

DEDICATED BALANCED PLATFORM TEAM
B W Bkl

More: "Platform as a Product" presentation, Sep 2019. Pic: @deniseyu21.



https://noti.st/cote/KIMcQd/platform-as-a-product-transforming-from-service-delivery-into-continuous-operations
https://twitter.com/deniseyu21

The Case for Modernization

- Unique to enterprises
- Years of M&A, tech debt, old business models

- Silent killer of business innovation

"You can put any garbage you want in a eentainerkubernetes"

Pic: @AreasAbandoned; garbage quote adapted from @pczarkowski.



https://twitter.com/AreasAbandoned/status/897505442447970305/photo/1
https://twitter.com/pczarkowski

Java Portfolio Buckets

X

ow far h
Amount
Medium it
ivotal APPIY
PAS 8-10 Business PKS <6
rules 6-8

Ongoing portfolio management
With 1,000's of apps, it will take years
Evaluate for technical fit
Evaluate for business value
Establish criteria for success
Retro projects, adapt strategy ongoing

Start small: store finders, single API
methods

Maintain a cookbook

Do no harm

Sources: Rohit Kelapure. Jan 2019; "How AirFrance KLM is Modernizing 2.000 Legacy Applications." Dec 2019; "How T-Mobile Built and Scaled

Kubernetes On-Prem for the 2018 Retail Season." Dec 2018.



https://cloud.rohitkelapure.com/2020/01/application-portfolio-rationalization.html
https://content.pivotal.io/webinars/dec-11-how-airfrance-klm-is-modernizing-2-000-legacy-applications-webinar
https://www.youtube.com/watch?v=1qcTu2QUtrU
https://www.youtube.com/watch?v=1qcTu2QUtrU

Deconstructing Monoliths, AppMod example

2. Event Storm the system
Highly collaborative modeling tornado!
Make sense of a complex business domain
with a common language for different tribes.
Identify trouble spots & starting points.

1. Define Objectives & Key Results
Decide on direction for outcomes & approach.

Agree on objectives and refine key results to
measure those.

We will

as measured by

objective

key results

7. Cloud Modernization Patterns

Reuse and document the learned modernization
patterns as recipes in a “cookbook” (e.g. wiki).

Consolidate knowledge and accelerate team velocity.

Event
Storming

3. Select “Thin Slice(s)” of functionalities

Cut the monolithic business cake and pick a sweet

piece to start the modernization work.

capabilities in sequence.

5. Fill the backlog
Craft actionable user stories.
Identify APIs, data & connections.

6. Produce tested and working code
Take low-level design decisions, select technical patterns to use, and

&%y implement user stories. Time-bounded set of 1-week iterations.

F— é
A CLEAR BUSINESS M #

A MASSIVE
BLOCKER

4. Drafts the desired notional architecture
Model the process & data flows connecting the business

API DATA
PUB /SUB EXT
STORIES Ul RISKS

OO ]
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* Full name: Michael Coté, but no one calls him "Michael" except his wife and mother.

Pic: @pczarkowski.
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https://twitter.com/pczarkowski

Externalized Configuration

Specification: Access:
- ConfigMap - ENV
- Map the map in - Files in container
deployment - Framework, e.g., Spring
- Cheat with the Cloud Kubernetes

command line



Let's regroup, for developers:

It's all a cluster of VMs running containers

...that work together over a network

Distributed apps/microservices

Containerize app components

Describe app architecture, dependencies & runtime lifecycle in
yaml

Implement probes and lifecycle hooks

Externalized configuration

Talk with your ops friends about more



In summary

Focus on moving pixels on the screen, removing waste

You'll get a lot of value from a platform

Kubernetes means making distributed apps, defining runtime
Enterprise architecture as a code

Modernization is key for enterprises

Modernize your portfolio with a deliberate, evolving strategy

Always focus on the actual software, solving people's problems





https://twitter.com/seiwaldsophie
https://content.pivotal.io/ebooks/the-business-bottleneck?utm_source=cote&utm_medium=slides
https://medium.com/kanivan/managing-photos-on-a-two-month-trip-b2f9f18a0e7e

