The Bits Must
Flow

aroudgh the abstracti



THAT

CONFERENCE

v-d-_“"'



SPECIAL THANKS TO ALL OUR AWESOME CAMP SPONSORS!

= TruStage & Intellibus

dWs$s

Architect.io (®)ionic CAMUNDA CORE BTS O Grgect

@crayzeigh@hachyderm.io




<Ah>
THAT

CONFERENCE

@crayzeigh@hachyderm.io
-_—




Hi
I'm fen
(they/them)

@crayzeigh@hachyderm.io




Developer Advocate:




=

@crayzeigh@ha



> .

o

e §r - &
@crayzeigh@ﬁ?’Chygefﬁ.io.,

- ~ e
77": . A
- T N §



What happens
when you visit a

website?




It's not DNS
There's no WAY it's DNS
It was DNS




OSl 7-Layer model




@crayzeigh@hachyderm.io




Why all these layers anyway?

5-6-7 - Application

4 - Transport

1 - Physical
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Telnet, FTP, TFTP, HTTP,
BOOTP, DHCP, SNMP
Socket APl

User Data (Messages or Streams)

TCP, UDP

IP, ARP, ICMP

PPP, SLIP, Ethernet

Network-Specific
Frames

Physical Devices

TCP Application Data

IP Datagram

14 20 20 4
I‘— 46 to 1500 bytes —"
“— Ethermnet Frame —’l
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Layer 2:
Network Access




Layer 2:
Switching




Frame Header
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MAC Address

:67:89:ab
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MAC Address




Address
Resolution

Protocol
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Virtual Local Area

Networks
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— Used for limiting broadcast domains
— up to 4096 VLANs

— Can be native (default traffic on a switch port)
or tagged (logically divided in packet header)

1. VXLAN addresses this limitation but that's A Whole Other Thing
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Learn about Layer 2 [4

Manage VLAN  Search table Q

+ Add VLAN
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Devices

Location

DC

NY

NY

DA

CH

CH

DA

DA

DA

DA

S

Deployed Date 3

Sep 4th, 2020 5:53 AM

2 years ago

2 years ago

Oct 14th, 2020 3:33 PM

23 days ago

23 days ago

Oct 14th, 2020 3:33 PM

Oct 14th, 2020 3:33 PM

Oct 14th, 2020 3:33 PM

Oct 14th, 2020 3:33 PM

22 days ago

Description

provisioning_vlan

layer2-testing

layer2-testing-2

IIVSANH

default

elite

"Management”

"VVM Private Net"

"vMotion"

"VM Public Net”

Metal-AWS




Laver 3:

Internet Protocol







nternet Protocol Version 4

Version | HeaderL... | Differentiated Services ... Total Length

ldentification Fragment Offset

Time to Live Protocol Header Checksum

Source Address

Destination Address

Options: (4 bytes), Router Alert
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IP Address Classes

and CIDR




IP Classes & CIDR




— Classless Inter-Domain Routing

— Helps determine destination locality, i.e.
routing
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— Classless Inter-Domain Routing

— Helps determine destination locality, i.e.
routing

— CIDR replaced "class a/b/c" IP addressing to
help address |IP address availability



CIDR Notation




10.10.10.10/




Network bits
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IP Address: 10.10.10.10
Subnet Mask: 255.255.255.0




Converts to Binary

ITp: 00001010.00001010.00001010.00001010
SM: 11111111.11171717111.11111111.00000000
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— Broadcast (ex.10.10.10.255)

— host bitsare all 1's

— For sending data to all hosts in a network
— Network (ex.10.10.10.0)

— host bitsare all O's
— only used for forwarding data between routers



Putting it all together

CIDR 10.10.10.10/24
Network 10.10.10.0/24
Broadcast IP 10.10.10.255

Available Host IPs

10.10.10.1 - 254

@crayzeigh@hachyderm.io
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Bigger Networks

CIDR 192.168.1.100/22
Network 192.168.0.0/22
Broadcast IP 192.168.3.255

Available Host IPs

192.168.0.1 - 192.168.3.254

@crayzeigh@hachyderm.io
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Select

v/ Select

/32 (11P) - $0.15/hr

/31 (2 IPs) - $0.3/hr

/30 (4 IPs) - $0.6/hr

eSCripLoull \vpLiuilial)
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— "Costs" 4 IPs, but only gives 2 host addresses
— Broadcast & Network IPs still required

— Used for legacy compatibility or you just really
like holding IP addresses



Weird Ones Explained
/31




Weird Ones Explained
/32
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IPv6 Packet Header

0

3 11 23

Version

Traffic class Flow label

Payload length Next header

Hop limit

Source address

Destination address
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Abbreviations
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Abbreviations
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Abbreviations
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Abbreviations
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Which one is correct?
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Which one is correct?

1. RFC 5952
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Subnetting

Network Bits Host Bits

Routing Prefix Subnet Interface Identifier
ID

XXXX XXXX XXXX XXXX XXXX
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Subnetting
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Source:

Destination:




Source IP:

Network:




Source:

Destination:
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Source:

Destination:




Source IP:
Network:

Destination:
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How does the router know
where the next hop In line

IS?




Routing Tables
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@malanalysis to err is dns, but to globally f

things up takes bgp
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Full-mesh internal BGP

YOUR NETWORK
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BGP included in network design

PEERING ISP EXCHANGE
POINT

SERVICE PROVIDER NETWORK

BGP is run on all
core routers.

DISTRIBUTION

CUSTOMER
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)

IP 8.8.8.8

Shortest Path: 8.8.8.8 AS path xx1 xx2

Anyca St 8.8.8.8 AS path xx1 xx3 xx4

8.8.8.8 AS path xx1 xx2 xx4
8.8.8.8 AS path xx1 xx3 xx4 xx2

@crayzeigh@hachyderm.io




@crayzeigh@hachyderm.io

IP address or hostname

147.75.40.38

LOCATION

=] Frankfurt
147.75.40.38

—_—
- Amsterdam
147.75.40.38

= London
147.75.40.38

New York
47.75.40.38

Dallas 39.06 ms
7.75.40.38

San Francisco
7.75.40.38

Singapore
47.75.40.38

Sydney
.75.40.38

Tokyo 74.49 ms
.75.40.38

=== Bangalore 147.75 ms
147.75.40.38

STD DEV

0.04 ms

39.95 ms 39.42 ms

74.57 ms

148.62 ms 148.05 ms
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= Amsterdam

147.75.40.38

== London
147.75.40.38

B New York

147.75.40.38

Dallas 39.42 ms
7.75.40.38

San Francisco
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What Happens when you

visit a website?
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Getting
Started
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My superpower is:

greaterthancode.com
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A PODCAST ABOUT THE INNER
WORKINGS OF OUR DIGITAL WORLD
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